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Abstract

This paper deals with the topic of performance eval-
uation of the symbol recognition & spotting systems. It
presents an overview as a result of the work and the
discussions undertaken by a working group on this sub-
ject. The paper starts by giving a general view of symbol
recognition & spotting and performance evaluation. Next,
the two main issues of performance evaluation are dis-
cussed: groundtruthing and performance characterization.
Different problems related to both issues are addressed:
groundtruthing of real documents, generation of synthetic
documents, degradation models, the use of a priori knowl-
edge, mapping of the groundtruth with the system results,
and so on. Open problems arising from this overview are
also discussed at the end of the paper.

1 Introduction

Performance evaluation is a particular cross-disciplinary
research field in a variety of domains such as Information
Retrieval [17], Computer Vision [44], CBIR1 [35], DIA2

[19], etc. Its purpose is to develop full frameworks in order
to evaluate, to compare and to select the best-suited methods
for a given application. Such a framework includes provid-
ing groundtruth and datasets for training and testing, defin-
ing a data exchange protocol, defining metrics and provid-
ing tools to match the system results with the groundtruth.

This paper deals with the performance evaluation applied
to DIA systems. Performance evaluation is a well known-
topic in DIA since the first works in the early 90’s [18].
Performance evaluation frameworks have been defined for
several DIA tasks [24], such as table recognition, page seg-
mentation, OCR3, etc. In this paper we are interested in a
specific domain of DIA: graphics recognition. Performance
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evaluation of graphics recognition systems goes back to the
middle of the 90’s [27]. The first works focussed on the
evaluation of vectorization [37], but in the last years, the
interest has moved towards the evaluation of higher-level
tasks such as symbol recognition and spotting [46], espe-
cially with the organization of three International Contests
on Symbol Recognition [1] [49] [15].

This paper reports a summary of the work and the dis-
cussions undertaken by a working group about performance
evaluation of symbol recognition/spotting. The purpose of
this working group was to review past works on this topic,
but also to propose a kind of “to do list” for future research.
Then, this paper is a combination of overview and guide-
lines for research.

Symbol recognition is an active topic in the field of
graphics document understanding. Several surveys [8] [11]
[31] [47] review existing works on logical diagrams, engi-
neering drawings, maps, etc. In a very general way [31], a
symbol can be defined as “a graphical entity with a par-
ticular meaning in the context of an specific application
domain” and then symbol recognition as “a particular ap-
plication of the general problem of pattern recognition, in
which an unknown input pattern (i.e. input image) is clas-
sified as belonging to one of the relevant classes (i.e. pre-
defined symbols) in the application domain”. So, as any
pattern recognition application, symbol recognition relies
on two types of input data (Figure 1): test documents and
learning data. Then, the system has to localize and to rec-
ognize the symbols in the document.

One of the major problems of symbol recognition is to
combine segmentation and recognition. This problem is
known as the segmentation/recognition paradigm in the lit-
erature [57]: a system should segment before recognizing
but, at the same time, some kind of recognition may be
necessary for the segmentation. In order to overcome this
paradox, research has been directed to symbol spotting [46].
Since research on symbol spotting is just starting, it is still
a little ambiguous to define “what a spotting method is”.
In [47] it is defined as “a way to efficiently localize possible
symbols and limit the computational complexity, without us-



Figure 1. Recognition/spotting of symbols

ing full recognition methods”. So, spotting is presented as
a kind of middle-line technique combining recognition and
segmentation. Symbol spotting systems can also be viewed
as CBIR systems. Indeed, most of the existing symbol spot-
ting systems [14] [43] [61] [32] [40] [41] work in a way sim-
ilar to CBIR (Figure 1). Spotting is initiated with a query
selected from a drawing by the user, what we call a QBE4.
Then, this QBE is used as a model to find similar symbols
in the document database. At the end, the system provides a
ranked list of similar symbols along with their localization
data (i.e. url of the source document with the coordinates of
the symbol).

In both cases (spotting and recognition), a hard problem
is how to obtain and compare experimental results from ex-
isting systems. Traditionally, this step was done indepen-
dently for every system [8] [31] [47], by comparing man-
ually the results with the original images and checking the
recognition errors. This process was unreliable as it raises
conflicts of interest and does not provide relevant results.
Moreover, it does not allow to compare different systems
and test them with large amounts of data. In order to solve
these problems research has been initiated over the last few
years on the performance evaluation of symbol recogni-
tion/spotting systems [1] [49] [15] [48].

Due to the heterogeneity of fields related to perfor-
mance evaluation [44] [35] [19] there is not a common def-
inition of “what a performance evaluation framework is”.
However, two main tasks are usually identified (Figure 2):
groundtruthing, which provides the reference data to be
used in the evaluation, and performance characterization,
which determines how to match the results of the system
with the groundtruth to give a measure of the performance
of the system. In the follow-up we analyze these two issues
in sections 2 and 3. We will conclude in the section 4 to
discussing some open problems arising from this overview.
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Figure 2. Performance evaluation

2 Groundtruthing

2.1 Introduction

The first step to evaluate any graphics recognition appli-
cation is to provide test documents with their corresponding
groundtruth [33]. In the last years several groundtruthing
systems have been proposed: [15], [54], [1], [60], [48] and
[13]. We will present and discuss all of them in the next
subsections 2.2 and 2.3. In addition to that, to support this
discussion we compare these systems in the Table 1 accord-
ing to different criteria: quickness of the groundtruthing
process, realism of test documents, reliability (which level
of error in the groundtruth), number of symbol per image,
connected or segmented symbols, possibility to add noise.

Table 1. Comparison of groundtruthing meth-
ods



2.2 The bottom-up approach

A natural approach is to define the groundtruth from
scanned paper documents. Then, a GUI5 can be used by
human operators in order to edit manually the groundtruth.
Thus, the groundtruthing starts from low-level data (e.g.
raster images or sets of unstructured vectors) in order to
provide high level descriptions of the content (e.g. graph-
ical labels, region of interest, etc.). We will refer here to
this approach as bottom-up. As the groundtruth is edited by
humans, it is necessary to do this task collaboratively with
different operators [33]. In this way errors produced by a
single operator can be avoided.

In the past, this approach has been mainly applied to the
evaluation of layout analysis and OCR [56] [30] [4]. Con-
cerning graphical documents, only the EPEIRES6 platform
exists up to day [15]. It is presented in the Figure 3. This
system is based on a collaborative approach using two main
components: a GUI to edit the groundtruth connected to an
information system. The operators obtain from the system
the images to annotate and the associated symbol models.
The groundtruthing is performed by mapping (moving, ro-
tating and scaling) transparent bounded models on the doc-
ument using the GUI. The information system allows to
collaboratively validate the groundtruth. Experts check the
groundtruth generated by the operator by emitting alerts in
the case of errors.

Figure 3. The EPEIRES system

Despite this existing platform a problem still remains:
the time and cost required to edit the groundtruth. Existing
works [56] [33] [30] [4] highlight that, in most of the cases,
the groundtruthing effort makes very hard the creation of
large databases. An alternative approach to avoid this prob-
lem is semi-automatic groundtruthing. In this case, the key
idea is to use a recognition method to obtain an initial ver-
sion of the groundtruth. Then, the user has only to validate
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and correct the recognition results in order to provide the
final groundtruth. This approach has already been used in
other applications like OCR [28], layout analysis [45], chart
recognition [55], etc. Concerning symbol recognition only
the system described in [54] has been proposed until now.
This system recognizes engineering drawings using a case-
based approach. The user starts by targeting a graphical
object (i.e. a symbol) in an engineering drawing. Then, the
system learns a graphical model of this object and uses it to
localize and recognize similar objects in the drawing. The
Figure 4 describes this model. During the learning process,
the system also takes into account user feedback on positive
and negative examples. It modifies the original knowledge
by computing tolerances about the primitives and their rela-
tions (length, angle, line number, etc.).

Figure 4. System of [54]
(a) symbol (b) line graph

2.3 The top-down approach

The bottom-up approach results in realistic data but
raises complex problems: how to define the ground-truth,
how to deal with the errors introduced by users, the delay
and the cost of the groundtruth acquisition, etc. In many
cases these problems render the approach impractical to
constitute large databases. Other works [9] [1] [60] [48]
[13] are based on a different approach. The key idea is to
use documents of high-level content (like the vector graph-
ics “DXF, SVG, CGM, etc.”) and to convert them into im-
ages. In this way, they can take advantage of a groundtruth
already existing: it is not necessary to re-define it. We will
refer to this kind of approach as top-down. The systems
using a top-down approach can be distinguished in two cat-
egories in the literature: using CAD7 or synthetic data.

In the first kind of systems, the groundtruthing process
works with real-life documents edited with CAD tools (like
AutoCad). These documents are then converted into images
to create evaluation tests. This method has been used until
now to evaluate the processes of raster to vector conversion
[9]. However, it could be easily extended to symbol recog-
nition by using the symbol layer of the CAD files. The main
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difficulty of this approach is to collect the initial CAD doc-
uments [38]. This process must deal with different aspects:
to collect the documents and their copyrights, to record the
documents (to define single id, to find duplicates), to valid
the format for the storage and to convert it to a standard for-
mat when necessary, to edit metadata about the documents
in order to organize the database, etc.

A complementary approach, which avoids these difficul-
ties, is to create and to use synthetic documents. Here,
the test documents are built by an automatic system which
combines pre-defined models of document components in a
pseudo-random way. Test documents and ground-truth can
therefore be produced simultaneously. In addition, a large
number of documents can be generated easily and with lim-
ited user involvement. Several systems have been proposed
in the literature [1], [60], [48] and [13]. Figure 5 gives some
examples of documents produced by these systems.

Figure 5. Examples of synthetic document
(a) random symbol set (b) segmented symbol

(c) document instances

The system described in [1] employs an approach to
build documents composed of multiple unconnected sym-
bols. Figure 5 (a) gives an example of such a docu-
ment. Each symbol is composed of primitives (circles,
lines, squares, etc.) randomly selected and mildly over-
lapped. Next, they are placed on the image at a random
location and without overlapping with the bounding boxes
of other symbols. The systems proposed by [60] and [48]
support the generation of degraded images of segmented
symbols as shown in the Figure 5 (b). In these systems,
the models of the symbols are described in a vector graph-
ics format. The vector graphics files are then converted into
images. The system uses a random selection process to se-
lect a model from the model database, and apply to it a set
of scaling and rotation operations. The authors in [13] ex-
tend the systems of [60] [48] for the generation of whole
documents (drawings, maps, diagrams, etc.). They exploit
the layer property of graphical documents in order to po-

sition sets of symbols in different ways on the same back-
ground. They obtain document instances as those shown in
the Figure 5 (c). The positioning of the symbols is based
on the use of some constraints that define how a control
point on the model matches a positioning one defined on
the background. In order to allow a flexible positioning each
constraint also permits previous scaling and rotation of the
symbol. The control point can be defined anywhere inside
the symbol by using a couple of polar coordinates. At last,
the positioning point can be randomly generated on regions
(lines or polygons) previously defined on the background.

In all these systems an important issue is the genera-
tion of images resembling as much as possible to real docu-
ments. In this sense, as real documents are usually degraded
due to multiple sources of noise, it is necessary to use degra-
dation models in the process of generation that permits to
simulate this noise. We can distinguish two main sources
of degradation: the degradation due to the printing and/or
acquisition of the documents, and the degradation due to
the process of generation of the documents (in this case, the
main source of variability is handwriting).

For the first kind of degradation, two different models of
degradation have been proposed [26] [5] that try to repro-
duce the process of printing and acquisition. Both models
have been used in the generation of synthetic data in dif-
ferent applications of DIA, specially OCR. In all the past
contests on symbol recognition [1] [49] [15], the method
proposed in [26] has been used to generate degraded images
(some examples can be seen in the Figure 5 (b)).

For the second kind of degradation few work exists. In
the two past editions of the contest on symbol recognition
[49] [15] the shape of the symbols has been distorted us-
ing the method proposed by [50]. It employs a probabilis-
tic model that modifies the location, the orientation and the
length of the lines of the symbol. This probabilistic model is
learned from a training set composed of real images based
on the Active Shape Models [10]. Some examples of the
images that are generated using this model can be seen in
the Figure 5 (b).

2.4 A priori knowledge

Before processing any input document image, an auto-
matic processing system needs some a priori knowledge.
The a priori knowledge depends on the application (seg-
mentation, recognition, OCR, etc.). In the case of recogni-
tion it corresponds to learning databases for training. For
spotting, a set of QBE. So, the performance evaluation
framework has also to provide the dataset corresponding to
this a priori knowledge.

Concerning recognition, these a priori knowledge de-
pend of the used method. The methods can be classified
according to two main families [8] [11] [31]: statistic and



syntactic & structural. In the second case, methods usually
work at the graph level where it is difficult to do a learning
step [22]. In order to take into account this specificity, past
Contests [1] [49] [15] provided two kinds of training data:
the usual learning databases and also sets of ideal models
(i.e. the ideal shapes without noise). These ideal models
permitted to provide a representative symbol per class for
methods that do not need the learning step. These Contests
were applied to the recognition of segmented symbol im-
ages. In the case of segmentation and recognition of sym-
bols in whole documents the learning step is slightly dif-
ferent because the systems have to learn about the context
where the symbols can appear. This context corresponds
to the other graphical elements surrounding the symbol in
the document (e.g. background, neighboring symbols, text,
etc.). The Figure 6 shows some examples of symbols in
the context of whole documents. These contextual informa-
tion could be used during the learning to make the recogni-
tion more robust [54], or to develop segmentation strategies
[20] [59]. For these reasons, the recognition from complete
documents involves training using images of complete doc-
uments with several instances per class. This will permit
the systems to apply a rejection strategy in order to improve
their recognition abilities. These points are important issues
in machine learning [58] that have not been considered up
to day in the past symbol recognition Contests.

Figure 6. symbols in context

Spotting is a different case because it does not raise on
training data but on sets of QBE to initiate the retrieval.
The existing works on spotting [14] [43] [61] [32] [40] [41]
show experimental results based on some QBE defined by
the authors themselves. However, these QBE could have
a very different precision which can have a large influence
in the spotting results. There is no common idea of what a
mean QBE is. However the existing works [14] [43] [61]
[32] [40] [41] argue that the users do crops as illustrated
in the Figure 7 (a). It is then important to have a previous
idea about the precision, and to test the systems on a large
number of QBE to make the evaluation more accurate. This
raises the problem of collecting an initial set of QBE: do-
ing it manually would take more time than generating the
groundtruth of symbols (more than one QBE could be pro-
duced from the same symbol location). So, methods for au-
tomatic generation of QBE have to be used. Some previous
works [50] applied to the hand-sketched vectorial distortion
could be a way to approach this problem.

Figure 7. Spotting and QBE
(a) cropping (b) recognition vs spotting complexity

Another problem related to spotting is complexity. Spot-
ting is mainly different from recognition because a query
has to access the full database of documents while respect-
ing a real time constraint. Thus, the number of comparisons
to perform with the test databases is more important. The
Figure 7 (b) gives some considerations about this problem
by comparing the complexity of spotting and recognition.
Because the complexity is an integral aspect of spotting the
systems generally use some kind of heuristics (hash table
[41], node seeds [40], dendrogram [61], etc.). However,
from the point of view of performance evaluation it is im-
portant to keep care of the amount of data to be processed
by the systems. In the case of spotting a trade-off should
be considered between the number of test images and the
number of QBE.

3 Performance Characterization

Once the groundtruthing is done it is possible to test the
systems. The final evaluation is achieved by comparing the
system results with the groundtruth using a performance
characterization method. The objective is to detect good
and bad recognition/spotting cases in order to compute per-
formance measures about the systems. As these systems
rely on a classification process, it is possible to take ben-
efit of the performance evaluation works done in this field
[29]. Usual evaluation tools are the recognition rate, the
cross validation, the confusion matrix, precision & recall,
the ROC8 curve, the F-measure, etc. They are well-known
in the domains of Pattern Recognition [16] and Information
Retrieval [17] and used in various fields like Computer Vi-
sion [44], CBIR [35], DIA [7], etc.

Concerning symbol recognition a contribution using
such tools has been proposed recently by [51]. The authors
apply the measures of homogeneity, separability, recogni-

8Receiver Operating Characteristic



tion rate and precision-recall to evaluate a collection of
shape descriptors applied to the recognition of segmented
symbol images. However, with whole documents this task
becomes harder. Indeed, the comparison of the groundtruth
with the results cannot be done between segmented sym-
bols, but between sets of symbols. These sets could be of
different size, and large gaps could appear between the lo-
cations of symbols. So, before doing any characterization
it is necessary to find the correspondences between the sys-
tem results and the groundtruth as illustrated in the Figure
8. We will refer to this process as mapping.

Figure 8. Performance characterization

In the field of graphics recognition past work has been
proposed on mapping to evaluate the processes of raster to
vector conversion. In [37] five mapping cases have been
defined between the groundtruthed and result vectors (Fig-
ure 9). Algorithms supporting these cases to measure the
accuracy of vectorization systems have been proposed by
[53] and [37]. However, mapping of symbols is different
because it does not aim to match a distance between vec-
tor sets, but to determine the overlapping cases between the
detected symbols and the groundtruth. These overlapping
cases must be detected by comparing the locations of all the
symbols at the same time. The final evaluation results will
be obtained by computing the rates of correct recognition
and spotting during the characterization.

Figure 9. Mapping cases of [37]

To the best of our knowledge, it does not exist any work
on mapping for the evaluation of symbol recognition &
spotting. However, several related works have been pro-
posed in other fields like in OCR [25], layout analysis [2],
text/graphics segmentation [52], handwriting segmentation
[42], etc. In these works, the major question is to deter-
mine how to describe the areas to be mapped (both in the
groundtruth and in the results). Different possibilities have
been explored (Figure 10): using wrappers [52], contours
[2] and label maps [6]. As the performance of an algorithm
depends to the objects to handle, each description is a trade-
off between the accuracy and the complexity of the charac-
terization.

Figure 10. Description of areas

A first way to perform mapping is to use wrappers. A
famous example of such a wrapper is the bounding box;
others are the ellipsis, the parallelogram, etc. The over-
lapping rates are obtained using well-known mathematical
functions because the wrappers are common geometrical
shapes. Several systems have used this approach in the
past. In [52] orientated bounding boxes are used to match
characters for the evaluation of text/graphics separation al-
gorithms. In layout analysis [12] [34] rectangular blocks
are used to describe the page components (paragraph, title,
etc.). The groundtruth is matched with the layout analysis
results to detect over and under segmentation cases. For
the evaluation of OCR, the systems of [21] and [25] map
together sets of character bounding boxes by applying geo-
metric transformations.

The drawback of using wrappers is the precision. It will
depend a lot on the shape of the symbol as illustrated in the
Figure 11. In order to make mapping more precise another
solution is to use contours. To the best of our knowledge,
only the system of [2] has been proposed to work at such a
level. This system has been used during the fourth interna-
tional Page Segmentation Competition [3]. The major prob-
lem of using contours is the complexity as the comparison
of polygons has a polynomial time. In order to avoid this
problem, the system [2] uses isothetic polygons as shown
in the Figure 12. Thus, polygons are compared using their
intervals. These intervals are defined as maximal rectangles
that can be fitted horizontally inside a region (starting at a



given point on a vertical edge), spanning the whole width
of the region. Figure 12 represents the obtained intervals
between two segmented regions and a groundtruthed one.

Figure 11. Wrapper sensitivity to the models

Figure 12. Mapping of [2]

A last way to do mapping is to employ label maps. In
these label maps, each label represents a specific zone. Such
an approach has been used for handwriting segmentation
[6] [36], layout analysis [42] and document image retrieval
[23]. The comparison of the groundtruth and the results can
simply be done by finding the number of common pixel be-
tween the groundtruth and the result label maps [36] [23].
A more complex metric is proposed by [6] and used in the
system of [42]. In this case, the groundtruth and the result
label maps are represented with a weighted bipartite graph
called pixel-correspondence graph. In this graph, the nodes
represent the segmented regions (i.e. a groundtruth charac-
ter or a character hypothesis) and the edges the overlapping
rates (when the overlapping exists). A perfect segmentation
case will correspond to a bipartite equivalence in the graph
(i.e. same number of nodes and every node on either side of
the graph has exactly one edge).

4 Discussion

In this paper we have presented an overview about the
performance evaluation of symbol recognition & spotting
systems. Main conclusions and open issues arising from
this overview are discussed in this section.

In the last years, some works have been undertaken to
provide groundtruthed databases in order to evaluate sym-
bol recognition & spotting methods, using real as well as
synthetic data [1] [60] [49] [15] [48] [13]. These works
have been applied first to segmented symbols [1] [60] [49]
[48] and recently extended to connected symbols in whole

documents [15] [13], which is the original goal of the
groundtruthing systems. Despite this progres, several open
issues still remain. On the one hand, the time needed to
collect and groundtruth real-life documents makes complex
their use in most of the cases. On the other hand, synthetic
methods have difficulties to reproduce the variability of real
documents. Thus, further works have to be done in order to
speed-up the groundtruthing process and to make the syn-
thetic data more real. As these two approaches have intrin-
sic drawbacks and advantages, they should be combined in
the future evaluation campaigns.

Another open question is to address the machine learn-
ing issues in the performance evaluation of symbol recog-
nition & spotting systems. The size and the “quality” of the
training data have a great impact on the system results. In
the field of machine learning this is a very important issue
that has not considered at large up to day in the past Con-
tests of symbol recognition [1] [49] [15]. The participants
should mention explicitly what are the training datasets they
employ, and should provide experiments about their sys-
tems using different sets. In the same namer pre-processing
chains are also an important feature to take care of. So, the
participants should describe their method precisely (which
algorithms for preprocessing have been used and which a
priori knowledge has been taken into account). A previous
methodology has been proposed to describe graphics recog-
nition systems at a knowledge level [39]. It could be a way
to approach this problem.

A last problem concerns the characterization (i.e. the
final evaluation of systems). It has been done in the past
Contests [49] [15] using results obtained from segmented
symbol images. However, up to day no contribution have
been proposed with the whole documents. It should be one
challenge for the graphics recognition community to pro-
pose such methods in a near future. The major problem of
this step is mapping of the groundtruth with the system re-
sults. Past related works can be found in the performance
evaluation of layout analysis and OCR methods [52] [25]
[2]. The graphics recognition community should take ben-
efit of these contributions to initiate works on this topic.

5 Acknowledgement

The authors wish to thank the members of the work-
ing group for our exchanges and discussions on this topic:
Alicia Fornes, Dimosthenis Karatzas, Hervé Locteau, Jean-
Pierre Salmon, Jean-Yves Ramel, Marçal Rusinol, Philippe
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